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Transfer Learning

Source: Sebastian Ruder



Transfer Learning

•Use pretrained networks with 
other datasets
•Avoid random initialization

•Use convolutional layers features 
as inputs for other ML algorithms  



Transfer Learning

Source: edureka

•We do not have enough 
data
•Big generic datasets

•Subsets are similar to our 
data 



Case 1: Pretrained Network

Neural Network

Weights file

Input Output

• Weights and biases initialized with trained values
• No training needed 



Case 1: Pretrained Network



Case 2: Feature extractor

• Weights and biases initialized with trained values 



Case 2: Feature extractor



Case 2: Feature extractor

Neural Network

SVN

Linear classifier

No Trainable
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Case 2: Feature extractor

Source: keras docs



Case 2: Feature extractor
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Case 2: Feature extractor

Source: keras docs



Case 3: Fine tuning

• Weights and biases initialized with trained values 



Case 3a: Fine tuning

• Weights and biases initialized with trained values
• Train all the network with the new data 

Trainable



Case 3a: Fine tuning

• Weights and biases initialized with trained values
• Train all the network with the new data
• Reduce the learning rate

Trainable



Case 3b: Fine tuning

• Weights and biases initialized with trained values
• Train some parts of the network with the new data 

TrainableNo Trainable



Case 3b: Fine tuning

• Weights and biases initialized with trained values
• Train some parts of the network with the new data
• Reduce the learning rate 

TrainableNo Trainable



Case 3: Fine tuning

Source: keras github



Case 3: Fine tuning

Source: keras github



Transfer Learning

Similar Data Different Data

Small Data Feature extractor 
(All layers) + Other 

classifier

Feature extractor 
(First layers) + 

Other classifier

Big Data Fine tuning From scratch - No 
transfer learning

Source: Stanford CS231n



Transfer Learning

● Caffe
○ Model Zoo - A platform for third party contributors to share pre-trained caffe models

● Keras
○ Keras Application - Implementation of popular state-of-the-art Convnet models like 

VGG16/19, googleNetNet, Inception V3, and ResNet 
● TensorFlow

○ VGG16
○ Inception V3
○ ResNet

● Torch
○ LoadCaffe - Maintains a list of popular models like AlexNet and VGG .Weights ported 

from Caffe
● MxNet

○ MxNet Model Gallery - Maintains pre-trained Inception-BN (V2) and Inception V3.

https://github.com/BVLC/caffe/wiki/Model-Zoo
https://keras.io/applications/
https://github.com/ry/tensorflow-vgg16
https://github.com/tensorflow/models/blob/master/inception/README.md#how-to-fine-tune-a-pre-trained-model-on-a-new-task
https://github.com/ry/tensorflow-resnet
https://github.com/szagoruyko/loadcaffe
https://github.com/dmlc/mxnet-model-gallery
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