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Artificial Intell |gence IS changing our life '_' ——




Quantum leaps in the quality of a wide range of everyday
technologies thanks to Artificial Intelligence
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We are increasingly interacting with “our’
computers by just talking to them

Speech
Recognition

#1. A"‘f‘f““ #2. Cortana #3. Siri #4, Gnmgle:ﬂmw
{".Lun,,l;-‘.;’_lﬂ Fchol = »
: (Windows 10 Phone) (iPhone) \ ( Android)

JORDITORRES Credits: https://www.yahoo.com/tech/battle-of-the-voice-assistants-siri-cortana-211625975.html
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Google Translate

Google Translate now renders Spanish e English
spoken sentences in one language |E—.—" "
Into spoken sentences in another,
for 32 pairs of languages and offers
text translation for 100+ languages. $ 7

La inteligencia artificial se usa en muchos sitios

) ENGLISH

Artificial intelligence is used in many places

Natural
Language
Processing
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la inteligencia artificial se usa en X
muchos sitios

Google Translate now renders
spoken sentences in one language
Into spoken sentences in another,
for 32 pairs of languages and offers

. Artificial intelligence is used in many ()
text translation for 100+ languages. places.
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Computer Now our computers can recognize images and

Vision

generate descriptions for photos in seconds.

Vision Language A grou.p of people
Deep CNN Generating shopplng at an
RNN outdoor market.
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| All these three areas are crucial to unleashing
iImprovements in robotics, drones, self-driving cars, etc.
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All these three areas are crucial to unleashing
iImprovements in robotics, drones, self-driving cars, etc.

JORDITORRES Source: http://axisphilly.org/article/military-drones-philadelphia-base-control/



All these three areas are crucial to unleashing
- Improvements in robotics, drones, self-driving cars, etc.
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Al Is at the
heart of today's
technological

iInnovation.
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Many of these breakthroughs have been made
possible by a family of Al known as Neural Networks




Neural networks,
also known as a
Deep Learning,
enables a
computer to
learn from

observational
data

Although the greatest impacts of
deep learning may be obtained whe
it is integrated into the whole toolbo
of other Al techniques
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John McCarthy coined the term
Artificial Intelligence in the 1950s
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parceptr{#"ifl-ti‘llli%r;{? I'&'
In 1058 Frank Rosenblatt built a prototype
neural net, which he called the Perceptron .
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Google Trends  Explore

® ‘'deep learning"

Seschterm So why did Deep Learning only

take off few years ago?

Worldwide w 09/01/2008 -01/10/2017 = All categories

Interest over time ~»
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One of the key drivers:
The data deluge

Sourcerhttp: /7 Wwiw.ecoriomist.com7 node /15579717




One of the
The data d

Thanks to the advent of Big Data
Al models can be “trained’ by
exposing them to large data sets
that were previously unavailable

p:// i .eCoriomist.éom7 node /15579717
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Training DL neural nets has an

iInsatiable demand for Computing

16X

Model
152 layers

22.6 GFLOP

~3.5% error
8 layers

1.4 GFLOP
~-16% Error

2012 2015
AlexNet ResNet

source: cs231n.stanford.edu/slides/2017/cs231n_2017_lecturel5.pdf
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FACOM 230 - Fuijitsu

Instructions per second: few Mips ™ (M = 1.000.000)
Processors: 1
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MARENOSTRUMIII - IBM

Instructions per second: 1.000.000.000 MFlops

JORDI TORRES
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CPU improvements!

Until then, the increase in

computational power every e
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decade of "'my" computer, was Yy VY Y ay oo a

mainly thanks to CPU
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CPU improvements!

Until then, the increase in
computational power every
decade of "'my" computer, was
mainly thanks to CPU

Since then, the increase In
computational power for Deep
Learning has not only been from
CPU improvements . ..




but also from the realization that GPUs (NVIDIA) were
20 to 50 times more efficient than traditional CPUs.




Deep Learning requires computer
architecture advancements

Dense
computer
hardware

Fast tightly
coupled
network

Interfaces
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COMPUTING POWER
IS the real enabler!



What if | do not have this hardware?



Now we are entering into an era
of computation democratization
for companies !



And what is "'my/your’ computer like now?



?

my/your” computer like now

And what Is
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my/your” computer like now

Source: http://www.google.com/about/ o%téi:enters/ gallery/images

And what Is



Huge data centers!













For those (experts) who want to develop their own
software, cloud services like Amazon Web Services
provide GPU-driven deep-learning computation
services

@ @ Mew P2 Instance Type for Ar X

Products - Solutions Pricing Software More ~

AWS Blog

New P2 Instance Type for Amazon EC2 — Up to 16 GPUs

Amazon EC2, Launch | Permalink | # Comments

61 GIB 12 GiB High
488 GiB 96 GiB 10 Gigabit

732 GiB 192 GiB 20 Gigabit




And Google ...

) Google Cloud Platform

Why Google

Products Solutions Launcher Pricing Customers Documentation

GRAPHICS PROCESSING UNIT (GPU) *™

Leverage GPUs on Google Cloud for machine learning and scientific computing

VIEW MY CONSOLE VIEW DOCUMENTATION

Accelerated Cloud Computing

Scientists, artists, and engineers need access to massively parallel computational power.
Google Cloud now offers virtual machines with GPUs capable of tens of teraflops of
performance. Deep learning, physical simulation, and molecular modeling take hours
instead of days on NVIDIA® Tesla® K80 GPUs. Regardless of the size of your workload,
GCP provides the perfect GPU for your job. AMD FirePro and NVIDIA® Tesla® P100s are

coming soon.

Support




And Google ...

™) Google Cloud Platform Q

Why Google

Products Solutions Launcher Pricing Customers Documentation Support

CLOUD TPU "™

Train and run machine learning models faster than ever before

L& SIGN UP TO LEARN MORE

Accelerated Machine Learning

Machine learning (ML) has the power to greatly simplify our lives.
Improvements in speech recognition and language understanding help all
of us interact more naturally with technology. Businesses rely on ML to
strengthen network security and reduce fraud. Advances in medical
imaging enabled by ML can increase the accuracy of medical diagnoses

and expand access to care, ultimately saving lives.

Search

>

CONSOLE




And all major cloud platforms..

Microsoft Azure  Cogeco Peer 1

IBM Cloud Penguin Computing
Aliyun RapidSwitch
Cirrascale Rescale

NIMBIX SkyScale

Outscale SoftlLayer



And for “less expert” people, various companies
are providing a working scalable implementation of
ML/Al algorithms as a Service (Al-as-a-Service)

Amazon Google Prediction

IBM Watson

Source: http://www.kdnuggets.com/2015/11/machine-learning-apis-data-science.html
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An open-source world for the
Deep Learning community



Many open-source DL software
have greased the innovation process

m -(:Hﬁlir K MatConviNet

KERAS

N theano PYTYRCH

lenson

Chainer Deeplearning4|

MINERVA mxnet S caffe?




Github Stars

@ tensorflowftensorfio...
apache/incubator-mxn...
caffe2/caffe2

@ Theano/Theano

@ Microsoft/CNTK

@ pytorch/pytorch
@ torch/itorch?
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source: Francesc Sastre




In this course: we will consider Keras

@t lyil 1sorflo... caffe2/caffe2 @ BVLCicaffe @ Micre CNTK  @torchitorch? @ pytorch/pytorch
apachefincubato ... @ Theano/Theano fchollet/Keras
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frameworks with more slope



and no less important, an open-publication ethic, whereby
many researchers publish their results immediately on a
database without awaiting peer-review approval.

® © @ /[ [11611.10012] Speed/accurac X

< = (C | & https:/farxiv.org/abs/1611.10012

Cornell University
Library

arXiv.org > c¢s > arXiv:1611.10012

Computer Science > Computer Vision and Pattern Recognition

Speed/accuracy trade-offs for modern convolutional object detectors

Jonathan Huang, Vivek Rathod, Chen Sun, Menglong Zhu, Anoop Korattikara, Alireza Fathi, lan Fischer, Zbigniew Wojna, Yang Song, Sergio
Cuadarrama, Kevin Murphy

{(Submitted on 30 Nov 2016)

In this paper, we study the trade-off between accuracy and speed when building an object detection system based on convolutional neural netwarks.

We consider three main families of detectors --- Faster R—-CNN, R-FCN and 55D --- which we view as "meta-architectures”. Each of these can be
combined with different kinds of feature extractors, such as VGG, Inception or ResNet. In addition, we can vary other parameters, such as the image
resolution, and the number of box proposals. We develop a unified framework (in Tensorflow) that enables us to perform a fair comparison between all
of these variants. We analyze the performance of many different previously published model combinations, as well as some novel ones, and thus
identify a set of models which achieve different points on the speed-accuracy tradeoff curve, ranging from fast models, suitable for use on a mobile
phone, to a much slower model that achieves a new state of the art on the COCO detection challenge.

Comments: A version of this paper is currently under submission to CVPR 2017
Subjects: Computer Vision and Pattern Recognition (cs.CV)
Cite as: arXiv:1611.10012 [cs.CV]




JORDI TORRES | FRANCESC SASTRE

170100
1104001

LN )

N ‘.=‘ ]
\ N 1 N
l \

0110




